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Abstract
Previous studies on speech emotion recognition (SER) with cat-
egorical emotions have often formulated the task as a single-
label classification problem, where the emotions are considered
orthogonal to each other. However, previous studies have indi-
cated that emotions can co-occur, especially for more ambigu-
ous emotional sentences (e.g., a mixture of happiness and sur-
prise). Some studies have regarded SER problems as a multi-
label task, predicting multiple emotional classes. However,
this formulation does not leverage the relation between emo-
tions during training, since emotions are assumed to be inde-
pendent. This study explores the idea that emotional classes
are not necessarily independent and its implications on training
SER models. In particular, we calculate the frequency of co-
occurring emotions from perceptual evaluations in the train set
to generate a matrix with class-dependent penalties, punishing
more mistakes between distant emotional classes. We integrate
the penalization matrix into three existing label-learning ap-
proaches (hard-label, multi-label, and distribution-label learn-
ing) using the proposed modified loss. We train SER models us-
ing the penalty loss and commonly used cost functions for SER
tasks. The evaluation of our proposed penalization matrix on the
MSP-Podcast corpus shows important relative improvements in
macro F1-score for hard-label learning (17.12%), multi-label
learning (12.79%), and distribution-label learning (25.8%).
Index Terms: Speech emotion recognition, emotion co-
occurrence, multi-class classification, multi-label classification.

1. Introduction
Speech emotion recognition (SER) plays an essential role in
human-centered computer interaction. Speech is one of the
most convenient modalities to recognize human emotions, given
the ubiquity of speech-based interfaces. Emotional labels used
to train SER systems are often derived from perceptual evalua-
tions. However, emotion perception is subjective and evaluators
often have different emotional perceptions when listening to the
same speech [1, 2]. The common approach in SER studies is to
regard the disagreement of emotional annotations as noise, and
use a major vote or plurality rule to generate a “clear” consen-
sus label as the ground truth [3–7]. This methodology ignores
the chance of having co-occurring emotions, which is quite
common with emotional behaviors (e.g., a sentence conveying a
mixture of happiness and surprise). Recently, a new multi-label
emotion classification formulation has allowed a system to pre-
dict multiple co-occurring emotions [8–11]. While multi-label
learning allows ground truth with multiple valid classes, this
formulation does not model the relation between emotions, as-
suming that they are independent. In this paper, we hypothesize
that emotions are correlated and that exploiting the frequency
of co-occurring emotions during perceptual evaluations during

training can lead to more powerful SER systems
The observation of the co-occurrence of emotions in human

interactions is common and natural [12]. Xu et al. [13] utilized
the frequency of co-occurring emotions in perceptual evalua-
tions to initialize the connection of emotions in their proposed
graph-based deep neural network (DNN). Steidl et al. [14] use
common confusions between emotions from evaluators to as-
sess the performance of an SER system. Other studies have used
soft labels to account for secondary emotions also conveyed in
the speech [15–17]. These studies have shown the importance
of considering all the evaluators included in the perceptual eval-
uation, even if they do not agree with the consensus labels.

This study explores the use of co-occurrence of emotions
during the training process of an SER system. We calculate the
co-occurrence statistic matrix to capture the relations between
emotions selected during perceptual evaluations. We transform
this matrix into a penalization matrix impacting the objective
functions by penalizing predictions of infrequent co-occurring
emotions. Our implementation integrates the penalization ma-
trix into the existing cost functions as a “penalty loss” to pro-
duce a higher loss value when the model predicts infrequent
co-occurring emotions. For example, anger and contempt do
not often occur in perceptual evaluations so a joint prediction of
these emotions will be penalized more than a prediction of com-
mon co-occurring emotions such as anger and sadness. This
approach does not regard emotions as independent, leveraging
instead the relationship between emotions.

To demonstrate the benefits of using the “penalty loss”, we
use the RNN-AttenVec chunk-level attention model proposed
by Lin and Busso [18] as our SER model using three exist-
ing training strategies with and without the proposed “penalty
loss.” The experimental results on the MSP-podcast corpus [19]
demonstrate consistent improvement in performance with the
proposed “penalty loss,” leading to important relative improve-
ment in macro F1-score using hard-label learning (17.12%),
multi-label learning (12.79%), and distribution-label learning
(25.8%). Our main contributions are:

• Utilizing for the first time the prior knowledge of co-
occurrence of emotions to train a SEC model.
• Proposing an elegant implementation to incorporate the
“penalty loss” in the model, which is flexible and can be eas-
ily applied to any emotion classification framework using ex-
isting label learning approaches.

2. Background
This study investigates how to exploit the frequency of co-
occurring emotions in perceptual evaluations to train a SER
system. We discuss relevant literature on hard-label learning,
multi-label learning, and distribution-label learning for emotion
classification. As an illustration, we consider a four-class emo-
tion classification task (N: neutral, A: anger, S: sadness, and H:



E A S D C F N SU H
A 10,534 6,331 4,470 2,415 4,670 7,679 2,469 4,063
S 6,331 18,546 6,808 4,621 9,586 14,337 4,921 7,586
D 4,470 6,808 12,767 3,613 6,807 9,260 3,835 5,796
C 2,415 4,621 3,613 10,396 6,260 7,615 3,409 5,084
F 4,670 9,586 6,807 6,260 25,271 19,530 6,457 11,351
N 7,679 14,337 9,260 7,615 19,530 33,087 9,846 12,607

SU 2,469 4,921 3,835 3,409 6,457 9,846 12,493 4,587
H 4,063 7,586 5,796 5,084 11,351 12,607 4,587 17,270

E A S D C F N SU H
A 1.00 0.34 0.35 0.23 0.18 0.23 0.20 0.24
S 0.60 1.00 0.53 0.44 0.38 0.43 0.39 0.44
D 0.42 0.37 1.00 0.35 0.27 0.28 0.31 0.34
C 0.23 0.25 0.28 1.00 0.25 0.23 0.27 0.29
F 0.44 0.52 0.53 0.60 1.00 0.59 0.52 0.66
N 0.73 0.77 0.73 0.73 0.77 1.00 0.79 0.73

SU 0.23 0.27 0.30 0.33 0.26 0.30 1.00 0.27
H 0.39 0.41 0.45 0.49 0.45 0.38 0.37 1.00

E A S D C F N SU H
A 0.00 0.66 0.65 0.77 0.82 0.77 0.80 0.76
S 0.40 0.00 0.47 0.56 0.62 0.57 0.61 0.56
D 0.58 0.63 0.00 0.65 0.73 0.72 0.69 0.66
C 0.77 0.75 0.72 0.00 0.75 0.77 0.73 0.71
F 0.56 0.48 0.47 0.40 0.00 0.41 0.48 0.34
N 0.27 0.23 0.27 0.27 0.23 0.00 0.21 0.27

SU 0.77 0.73 0.70 0.67 0.74 0.70 0.00 0.73
H 0.61 0.59 0.55 0.51 0.55 0.62 0.63 0.00

Step 1

Raters MSP-PODCAST_2425_0477
1 Neutral
2 Neutral
3 Angry
4 Angry
5 Contempt

Raters MSP-PODCAST_0001_0020
1 Happy
2 Happy
3 Happy
4 Happy
5 Other (Amused)

Raters MSP-PODCAST_0001_0008
1 Neutral
2 Neutral
3 Sad
4 Other (Inquisitive)
5 Neutral

⋰

⋰

(b) Co-occurrence frequency matrix (c) Co-occurrence weight matrix (d) Penalization matrix(a) Annotations

Step 2 Step 3

Figure 1: The figure shows the procedure to create the penalization matrix. Primary emotion includes neutral (N), anger (A), sadness
(S), happiness (H), surprise (SU), fear (F), disgust (D), and contempt (C). The process is explained in Section 3.1.

happiness), where a sentence is annotated by five annotators,
each contributing one label. An example of the labels for one
sample is “S, S, S, N, N.”

2.1. Hard-label Learning for Emotion Recognition
When emotional databases are annotated with perceptual eval-
uations, most SER studies rely on consensus labels as ground
truth obtained by aggregating individual perceptual emotional
annotations with rules such as the majority vote or the plural-
ity rule. This strategy generates a one-hot vector with a sin-
gle emotional class (hard-label), ignoring secondary emotions
marked by annotators that disagreed with the consensus labels.
For the example, the hard label is (0, 0, 1, 0). Some studies had
proposed soft-labels [15–17], allowing a sample to have more
than one emotion. Chou et al. [20] modeled each annotator to
embrace the subjectivity in the perceptual evaluations. These
approaches can use sentences in the train set, even if the eval-
uators do not reach an agreement. Hard-label learning regards
SER as a single-label task, where emotions are considered inde-
pendent, and co-occurrence of emotions is impossible. We still
show improved results when using the proposed “penalty loss.”

2.2. Multi-label Learning for Emotion Recognition
Multi-label learning can train emotion classifiers to recognize
multiple emotions per data sample. The ground truth is a
“multiple-hot” vector, where more than one emotion can be se-
lected. For the example, the multi-label is (1, 0, 1, 0). Exam-
ples of multi-label learning approaches in emotion recognition
include the work of Zhang et al. [9,10], and Ju et al. [11]. While
the multi-label learning approach is defined as a multi-label task
where multiple emotions are possible, this formulation still as-
sumes that emotions are independent. Furthermore, the conven-
tional multi-label learning approach cannot determine if some
emotions might be more dominant than others (e.g., primary
versus secondary emotions). We follow the approach proposed
by Kang et al. [8] to train models using multi-label learning to
demonstrate the improvements of SER models using the pro-
posed “penalty loss.”

2.3. Distribution-label Learning for Emotion Recognition
Distribution-label learning [21] aims to predict a distribution as
the output. It assumes that the label is distributional, and the
sum of the probabilities across classes is 1. For the example,
the distribution-label is (0.4, 0.0, 0.6, 0.0). The training process
minimizes the distribution distance between the ground truth
and the predicted distributions. Examples of distribution-label
learning approaches in SER include the work of Chou et al. [22]
and Wu et al. [23]. We follow the approach proposed by Chou et
al. [22], which used distribution-label learning for SER to con-
vert perceptual evaluations into the distributional label for train-
ing our SER model. The objective function of the conventional

distribution-label approach is the Kullback-Leibler divergence
(KLD). We investigate the classification results obtained when
considering the proposed “penalty loss.”

2.4. Co-occurrence of Emotions
While distribution-label learning and multi-label learning can
predict more than one emotion per sample, these formulations
do not directly learn the relation of co-occurring emotions (e.g.,
the probability of co-occurrence of anger and sadness is higher
than the probability of co-occurrence of anger and happiness).
Alhuzali et al. [24] proposed the label-correlation aware (LCA)
loss to reduce the distance between co-occurring emotions and
increase the distance between non-co-occurring emotions on a
multi-label text emotion classification task. The LCA loss value
should increase when the model predicts non co-occurring emo-
tions. Deng et al. [25] proposed a multi-label focal loss to max-
imize the difference between positive emotions (e.g., “Love”,
“Joy”) and negative emotions (“Anger”, “Hate”). However,
they did not consider the co-occurrence of positive and negative
emotions, since it is possible that people feel at the same time
negative and positive emotions [26]. The most relevant study
to this paper is the work of Xu et al. [13], which leveraged
prior knowledge about the co-occurrence of emotions to ini-
tialize the connections between emotional nodes in their graph-
based neural network. Inspired by these studies, we utilize the
co-occurrence of emotions to generate a penalty weight from
the perceptual evaluations of the training set, which we use so
that our model understands the relations between emotions.

3. Methodology
This sections describes our approach, which is implemented
with as an eight-class problem, using the primary emotions
from the MSP-Podcast corpus (Sec. 4.1).

3.1. Emotion Co-occurrence Penalty Weights
Figure 1 shows the three steps to generate the penalization ma-
trix. In step 1, we follow the process proposed by Xu et al. [13]
to calculate the co-occurrence matrix from the perceptual eval-
uations in the train set. This matrix has the frequency of co-
occurring emotions, creating an 8 × 8 symmetric matrix. For
instance, the matrix in Figure 1 (b) for (“A”, “A”) is 10,534,
indicating that anger was selected in 10,534 speaking turns.
In 7,679 of these sentences, an evaluator also assigned the la-
bel neutral. Therefore, the position (“A”,“N”) and (“N”,“A”) in
the matrix is 7,679. In step 2, we obtain a probability-like co-
occurrence matrix by dividing the numbers of each column by
the number of samples annotated with the emotion associated
with that column. For instance, consider the first column (“A”)
in Figure 1 (b). The frequency that anger co-occurred with
other emotions are 10,534, 6,331, 4,470, 2,415, 4,670, 7,679,
2,469, and 4,063. These numbers are divided by the number of



sentences annotated with anger (10,534) to get the probabili-
ties of co-occurrence of emotions: 1.00, 0.60, 0.42, 0.23, 0.44,
0.73, 0.23, 0.39. These numbers show, for example, that the
co-occurrence probability of anger and sadness (0.60) is higher
than anger and contempt (0.23). We refer to this matrix as the
co-occurrence weight matrix (Fig. 1 (c)), which is no longer
symmetric given the column-wise normalization. In step 3, we
transform this matrix into a “penalization matrix” to punish the
SER models if the models predict infrequent co-occurring emo-
tions. The transformation is simple – we subtract each element
in the co-occurrence weight matrix from one to get the penal-
ization matrix (Fig. 1 (d)). This approach increases the loss if
the model predicts the co-occurrence of distant emotions.

3.2. Learning Label Processing
We apply the penalization matrix to the three existing la-
bel learning approaches discussed in Section 2: hard-label
learning, multi-label learning, and distribution-label learning.
These three learning methods use different cost functions. We
use cross-entropy (CE) for hard-label learning, binary cross-
entropy (BCE) for multi-label learning and Kullback–Leibler
divergence (KLD) for distribution-label learning. Besides, we
use the label smoothing strategy proposed by Szegedy et al.
[27] to smooth the ground truth vector of the hard-label and
distribution-label using the smoothing parameter 0.05, where a
small probability is given to emotional classes with zero value.
For the multi-label ground truth vector, we add a small value
where the value of the vector is zero (i.e., 10−6).

3.3. Penalized Objective Functions
We introduce an elegant derivation to apply the penalization ma-
trix in the objective functions. We define the N × K matrices
for the ground truth (Y T ) and model prediction (Y P ), where
N is the number of sentences in the train set, and the K is the
number of emotional classes in the task. The values in each row
of Y T depend on whether we are using hard-label, multi-label,
or distribution-label learning. We estimate the loss value matrix
(L ∈ RN×K ) as follow:

L = floss(Y
T ,Y P )

=

floss(Y
T
11, Y

P
11) · · · floss(Y

T
1j , Y

P
1j )

...
. . .

...
floss(Y

T
i1 , Y

P
i1 ) · · · floss(Y

T
ij , Y

P
ij )


N×K

,
(1)

where floss is the objective function for the task (e.g., BCE,
CE, or KLD). The entries of L are floss(Y

T
ij , Y

P
ij ), with i ∈

{1 . . . N} and j ∈ {1 . . .K}, which calculates the loss for each
emotion and for each sentence. Then, we apply the penalization
matrix to Equation 1. We denote the penalization matrix as P
∈ RK×K (Fig. 1 (d)). We propose the penalty loss (PL) as
follows:

PL =
∑N

i=1(Li · P )

=
∑N

i=1(
∑K

j=1

∑K
z=1 Pjz · floss(Y T

ij , Y
P
ij )).

(2)

When we replace floss with the CE, BCE, and KLD loss
functions, the equations become:

PLCE = −
N∑
i=1

(

K∑
j=1

K∑
z=1

Pjz · Y T
ij · log(Y P

ij )), (3)

PLBCE = −
N∑
i=1

(

K∑
j=1

K∑
z=1

(Pjz · Y T
ij · log(Y P

ij ) (4)

+ Pjz · (1− Y T
ij ) · log(1− Y P

ij ))),

PLKLD =

N∑
i=1

(

K∑
j=1

K∑
z=1

Pjz · Y T
ij · log(

Y T
ij

Y P
ij

)). (5)

Our penalty loss is added to the original loss for the task
during training. If L represents the CE, BCE, or KLD loss, the
total loss is defined in Equation 6, where α ∈ R (e.g., 0.5, 1.0)
and β is either 1 or 0.

L Total = βL + α · PL. (6)

4. Experimental Settings
4.1. The MSP-Podcast Corpus

We use the MSP-Podcast corpus [19] to evaluate our proposed
method. The collection of the corpus is an ongoing effort,
where we use release 1.9. There are 55,283 speech segments
in the train set, 9,546 speech segments in the development
set, and 16,570 speech segments in the test set. The record-
ings come from spontaneous, real-world podcasts available on
audio-sharing websites. The protocol of the data collection, in-
cluding the pipeline to identify segments is described in detail
in Lotfian and Busso [19]. The emotional annotations of the
database are obtained with a crowdsourcing protocol that tracks
the quality of the evaluations in real-time [28]. The perceptual
evaluation includes primary emotions, which consist of eight
classes: neutral (N), anger (A), sadness (S), happiness (H), sur-
prise (SU), fear (F), disgust (D), and contempt (C). Annotators
need to select one of the options. If none of these emotions is
suitable for describing the speech segment’s emotional content,
annotators can select the “other” and provide the emotion. At
least five annotators annotate each speaking turn and the con-
sensus label is obtained with the plurality rule. This paper ig-
nores annotations with the label “other,” forming an eight-class
classification task. We only use speaking turns with a consensus
label for hard-label learning, discarding cases without agree-
ment. The annotations also include secondary emotions and
emotional attributes, which are not used in this study.

4.2. Acoustic Features
Keesing et al. [29] investigated the most effective features for
SER by exploring many existing feature sets on various public
emotional datasets. Their study concluded that the wav2vec fea-
ture set [30] is one of the most compelling feature extraction ap-
proaches. Therefore, we extract the 512-dimensional wav2vec
feature as the input of our models. Before training the mod-
els, we apply the z-normalization function to normalize all the
features by the mean and standard deviation, estimating these
parameters on the train set.

4.3. Implementation Details
We used the chunk-level emotion recognition modeling
methodology proposed by Lin and Busso [18] as our SER
model. This framework deals in a principled way with sen-
tences of different duration. It transforms a sentence with an
arbitrary duration into a fixed number of chunks with a fixed
duration by changing the overlap between the chunks. We fol-
low the suggestion of the paper to use long short-term memory
(LSTM) as the chunk-level feature encoder equipped with the
RNN-AttenVec chunk-level attention model [18]. This combi-
nation learns emotional-relevant information at the frame-level,
chunk-level, and sentence-level from the input features. We
train and run the evaluation on Tensorflow 2.0 [31], using a
NVIDIA GeForce RTX 3090. Lin and Busso [18] provides



more details about the network architecture. The details about
the model parameters are the same as the ones used by Chou et
al. [22]. Following insights from previous studies, we use the
softmax function as the activation function of the output layer
for CE [3, 5, 7] and KLD [21, 22], and the sigmoid function as
the activation function for BCE [8, 32]. We use the Adam opti-
mizer with a learning rate set to 0.0001, and with a batch sizes
of 128. We train the models for 25 epochs selecting the best
model based on the lowest loss on the development set. The
best model is used to assess the system on the test set. To ob-
serve the effect of the proposed loss on the model performance,
we set the value of α in Equation 6 to either 0.5 or 1.0. We also
run the experiments using only PL (without L; α > 0; β = 0)
or only L (without PL; α = 0; β = 1)).

5. Evaluation
We follow the approach used in Lin and Busso [18] that ran-
domly splits the original test set into 30 small subsets with sim-
ilar size, reporting the average results in each evaluation metric.
This approach allows us to conduct a two-sample, two-tailed t-
test to evaluate the statistical significance of all results between
the proposed method and baselines. If the p-value is less than
0.05, the result is considered statistically significant.

5.1. Evaluation Metric
We use multiple evaluation metrics to compare the predicted la-
bels with the ground truth according to the different label learn-
ing methods. For the hard-label learning, we measure classi-
fication performance with unweighted average recall (UAR),
unweighted average precision (UAP), macro F1-score (maF1),
micro F1-score (miF1), and weighted F1-score (weF1). For
multi-label learning and distribution-label learning, we use the
metrics used in Fei et al. [32]: hamming loss (HL), ranking loss
(RL), coverage error (COVE), and maF1. We also add miF1
and weF1 to evaluate multi-label classification performance.
The predictions for multi-label and distribution-label learning
methods have to be binarized for estimating performance. For
multi-label learning, we use the threshold 0.5 to convert the pre-
diction probabilities into “multiple-hot” binary vectors [8, 32].
For distribution-label learning, we adopt the value used by Chou
et al. [22] setting the threshold to 1/8 to convert the prediction
probabilities into the binary vectors.

5.2. Experimental Results
Table 1 shows the overall classification performance over dif-
ferent settings. For the metrics, we add the symbol ↑ to show
that the result is better when the value is higher, and the symbol
↓ otherwise. The symbol ∗ shows that the results are statis-
tically better than the baseline model trained without the pro-
posed penalty loss (e.g., α = 0 in Eq. 6). Table 1 has three
main parts for the three-loss functions: CE (hard-label learn-
ing), BCE (multi-label learning), and KLD (distribution-label
learning). The column for β indicates if the loss L is consid-
ered (β = 1) in the experiments or not (β = 0). The column α
is the weight value for the PL loss. The bold numbers indicate
the best performance for a given loss function.

Is the penalty loss (PL) useful for SER? Table 1 demon-
strates that most of the best results are from models trained
with the proposed loss (PL) over three different label learn-
ing approaches. For instance, for a single-label classification
task, the model trained with PL when α equals 0.5 achieves
the best performance in four out of the five evaluation metrics.
This model achieves a 16.22% relative improvement in maF1
over the baseline. The model with PL (α = 1.0) reaches the

Table 1: Single-label and multi-label results for the eight-class
SER task. The symbol ∗ indicates that the results of the models
using the proposed penalization matrix are statistically signifi-
cant over the baseline (β = 1;α = 0).

Single-label Classification

Loss β α UAR ↑ UAP ↑ maF1 ↑ miF1 ↑ weF1 ↑

CE

1 0 0.144 0.133 0.111 0.424 0.318
1 0.5 0.156* 0.137* 0.129* 0.425 0.347
1 1 0.155* 0.136 0.130* 0.408 0.346
0 1 0.154* 0.136 0.128* 0.396 0.341

Muli-label Classification

Loss β α HL ↓ RL ↓ COVE↓ maF1 ↑ miF1 ↑ weF1 ↑

BCE

1 0 0.304 0.603 6.899 0.219 0.466 0.352
1 0.5 0.303 0.608 6.928 0.215 0.462 0.348
1 1 0.303 0.587 6.837 0.235 0.482 0.370
0 1 0.305 0.597 6.871 0.247* 0.477 0.378

Distribution-label Classification

Loss β α HL ↓ RL ↓ COVE↓ maF1 ↑ miF1 ↑ weF1 ↑

KLD

1 0 0.294 0.511 6.279 0.283 0.522 0.431
1 0.5 0.308 0.507 6.220 0.322* 0.533 0.471*
1 1 0.315 0.509 6.214 0.330* 0.532 0.475*
0 1 0.337 0.530 6.284 0.356* 0.526 0.496*

best results in four out of the six evaluation metrics for multi-
label classification. This model also achieves 7.31% in relative
improvement in maF1 over the baseline. While no model dom-
inates the evaluation metrics on the distribution-label classifi-
cation task, most of the best results are from the models using
the proposed PL. If we focus on maF1, the best model using
KLD achieves a 25.8% relative improvement over the baseline
method. It also outperforms the state-of-the-art performance re-
ported by Chou et al. [22] (31.6% in maF1). We conclude that
the proposed penalty loss (PL) is indeed helpful to improve the
model recognition performance on the primary emotion classi-
fication task. The table also shows that adding the main loss L
to the proposed loss PL often improves performance.

We aim to understand whether the proposed method helps
the model better capture the expected co-occurrence matrix. We
use the Frobenius norm to evaluate the distance between the co-
occurrence matrices obtained with the ground truth (train set)
and the model predictions exclusively implemented with PL
(α = 1; β = 0) or L (α = 0; β = 1). When using PL, the dis-
tance decreased from 4.27 to 4.00 for the multi-label approach
and from 4.13 to 3.39 for the distribution-label approach. The
co-occurrence matrix predicted with the proposed loss is closer
to the target co-occurrence matrix.

6. Conclusions and Future Work
This study utilized the frequency of co-occurring emotions to
generate a penalty weight to train an SER model. The pro-
posed penalty loss considers the relationship between emotions,
punishing more errors between distant emotions. We evaluated
the proposed loss with three existing label learning approaches
(hard-label learning, multi-label learning, and distribution-label
learning). The results demonstrate that the proposed penalty
loss improves performance for most evaluations on an eight-
class primary emotion classification task. Our future work will
explore other emotion corpora and framework (e.g., AuxFormer
[33]) to validate the generalization of the proposed penalty loss.
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